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Abstract - Automatic Speech Recognition (ASR) and spoken language systems have indeed made remarkable strides, fueled by 

advances in artificial intelligence, deep learning, and computational power. Modern ASR systems are now more accurate, robust, 

and capable of handling a variety of applications, from voice assistants to real-time transcription services. This review discusses 

the developments in isolated Arabic speech recognition using different AI methodologies. It emphasizes fundamental techniques, 

such as deep learning and machine learning algorithms, and then evaluates their effectiveness in enhancing recognition 

accuracy. This paper highlights the inherent obstacles of the Arabic language, including dialectal differences and phonetic 

complexities. It also examines the importance of feature extraction and model training in improving performance. The 

methodologies used in speech detection and processing, identifying gaps and correlations between known patterns, and 

presenting recent patterns are illustrated in this paper. A systematic review of the selected studies was conducted to identify and 

select relevant papers. The evaluation indicates that despite significant progress, additional research is needed to overcome 

current limitations and enhance practical application. 
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1. Introduction  
In recent years, spoken communication has increasingly 

replaced written communication as the primary means of 

exchanging information and building social connections. 

Spoken language, both in human-to-human and human-

machine interactions, is preferred due to its immediacy and 

natural flow [1]. The quest to develop systems that can engage 

fluently in spoken dialogue has captivated scientists and 

engineers over the past century, with machine designs aiming 

to emulate human behavior. Homer is recognized as an early 

pioneer in acoustic and electronic engineering [2], while Bell 

Labs developed the first electrical speech synthesizer in the 

1930s. During World War II, secure voice transmission 

became a focus of technological advancement [3]. 

Researchers in speech recognition have long faced the 

challenge of developing comprehensive systems from the 

ground up. Recently, experiments with neural networks have 

been conducted to interpret human actions through 

audiovisual inputs, and audio recognition systems have found 

applications in speech-enabled devices, home automation, 

machine translation, and medical and educational systems [4]. 

Voice modeling is the foundational step in voice recognition 

[5]. 

It connects acoustic information with linguistic data, and 

most of the calculations in acoustic modeling are dedicated to 

feature extraction and statistical representation, significantly 

impacting the recognition process [6]. Features extracted from 

speech are transformed into statistical representations that 

model the distribution of specific sounds. This modeling 

establishes a link between the extracted features and the 

structures of linguistic units [7]. Various feature extraction 

methods have been documented, including those based on 

human auditory perception and speech production 

mechanisms [8]. These techniques address challenges in 

speaker-independent speech recognition, enhancing the 

extraction of features for robust voice models [9, 10]. 

Technological advancements in recent years have expanded 

the role of dialect recognition and speech classification using 

deep learning for human-machine interfaces, machine control, 

and other applications [11]. The choice of classification 

method is equally important, as several studies have examined 

different algorithms and approaches to dialect classification 

[12]. Techniques in the field include Deep Neural Networks 

(DNNs), Hidden Markov Models (HMMs), discriminative 

training, Artificial Neural Networks (ANNs), and sequence-

to-sequence audio modeling. For many years, Gaussian 
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Mixture Models (GMMs) and HMMs have dominated voice 

recognition systems [13-16], with HMMs handling time-based 

variability and sequential data structures, while GMMs 

provide local classifications [17]. However, GMMs are 

statistically limited in capturing non-linear interactions, such 

as those between phonemic features and human sound inputs. 

They are sensitive to training-test mismatches, especially 

when noise is introduced. Traditional approaches tackle these 

challenges using engineering techniques, including noise 

reduction, speech enhancement, and tailored input features 

[18]. Unlike raw speech, traditional systems rely on spectral 

features that require transformation from raw waveforms. 

Commonly employed features include Mel-Frequency 

Cepstral Coefficients (MFCCs) and Perceptual Linear 

Predictive Coefficients (PLPs) [19]. N-gram models are 

frequently used for probabilistic word prediction [20]. Speech 

recognition technology stands out as one of AI's most 

promising applications for smart home systems, enabling 

spoken communication with computers [21].  

For typical residents, speech recognition is a 

complementary tool, while for elderly or disabled residents, it 

provides essential support that facilitates interaction with their 

environment, enhancing safety, comfort, and efficiency [22]. 

In homes where disabled individuals reside, particularly those 

with visual impairments, voice recognition is expected to 

facilitate integration and independence [23, 24]. The authors 

demonstrated a voice-controlled smart home system using 

pre-programmed commands to control different home areas 

[25]. Prior research in smart homes has produced valuable 

insights, particularly in energy saving [26], communication 

[27], and services for disabled individuals [28, 29]. Despite 

numerous studies on speech recognition in AI, systematic 

reviews on Arabic dialects and speech processing for smart 

devices remain scarce. This study bridges the gap by focusing 

on the automatic recognition of isolated Arabic speech using 

machine learning and deep learning. A Systematic Literature 

Review (SLR) was conducted, analyzing research from Arab 

and international sources between 2018 and 2024. This study 

seeks to answer the following questions: 

Key research questions: 

• RQ1: What are the most common algorithms and 

techniques used in isolated speech recognition? 

• RQ2: What are the features extracted in this study? 

• RQ3: How does improving the quality of the input audio 

data contribute to the accuracy of isolated speech 

recognition systems? 

• RQ4: What are the techniques used to collect audio 

recordings? 

• RQ5: What are the technical challenges in isolated speech 

recognition, especially regarding recognition accuracy in 

different environments? 

• RQ6:  What are the criteria used to evaluate the 

performance of isolated speech recognition systems? 

The list of the abbreviations which is used in this paper is 

shown in Table 1. 

Table 1. Abbreviations 

Technology Description  

MSA Modern Standard Arabic 

ASR Automatic Speech Recognition 

DNNs Deep Neural Networks 

HMMs Hidden Markov Models 

GMMs Gaussian Mixture Models 

ANNs Artificial Neural Networks 

CNN Convolutional Neural Network 

LSTM Long Short-Term Memory 

KNN K-Nearest Neighbors 

SVM Support Vector Machine 

GB Gaussian Backend 

RNN Recurrent Neural Network 

NN Neural Network 

AI Artificial Intelligence 

MFCCs Mel-Frequency Cepstral Coefficients 

PLPs Perceptual Linear Predictive Coefficients 

LRE Language Recognition Evaluation 

FB Forward-Backward 

DTW Digital Wavelet Transform 

BP Back Propagation 

GRU Gated Recurrent Unit 

PCA Principal Component Analysis 

FFBPNN Feed Forward Back Propagation Neural 

Networks 

LPC Linear Predictive Coding 

GFCC Gammatone Frequency Cepstral 

Coefficient 

PNCC Linear Prediction Cepstral Coefficients 

Mod GDF Modified Group Delay Function 

VQ Vector Quantization 

BiLSTM Bidirectional Long Short-Term Memory 

LBG Linde–Buzo–Gray 

VQLBG Vector Quantization of Linde-Buzo-Gray 

The paper is structured as follows: Section 2 covers 

related works, while Section 3 details the methodology and 

strategy. Section 4 presents the results of selected studies, and 

Section 5 discusses key findings, research gaps, challenges, 

and data analysis insights. Finally, Section 6 provides the 

conclusion. 
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2. Related Work 
In this research, various surveys were conducted, 

examining topics related to speech models, classification 

methods, Arabic dialect recognition, and their applications in 

smart devices. The study emphasizes research papers that 

utilize deep learning and machine learning for classifying 

isolated Arabic speech, focusing particularly on the automatic 

recognition of Arabic dialects. Additionally, an overview is 

provided on implementing Deep Neural Networks (DNNs) 

comprising multiple hidden layers. Recent techniques 

employed in training these classes have received positive 

feedback in studies [30, 31]. This research also evaluates the 

potential of these advanced techniques as alternatives to 

traditional Hidden Markov Models (HMMs) and Gaussian 

Mixture Models (GMMs) for acoustic modeling in speech 

recognition [32]. Findings indicate that DNNs, trained with 

novel methodologies and extensive hidden layers, outperform 

GMMs and HMMs in several aspects related to speech 

recognition criteria, with significant growth in feature quality 

observed in some instances [33, 34].The paper reviews recent 

speech classification and voice recognition advancements 

across various languages and dialects. It highlights methods 

and technologies in speech classification using cutting-edge 

artificial intelligence techniques and their applications across 

diverse fields.  

The authors [35] discuss advancements in language 

extraction modeling, acoustic modeling, and speech 

understanding, introducing more sophisticated spectrograms 

using MFCC-DNN models compared to traditional GMM-

HMM methods. This study underscores the need to refine 

DNN architectures to enhance acoustic measurement 

capabilities. Before the rise of deep learning, GMM-HMM 

models were commonly utilized in audio modeling for 

training and recognition with MFCC features [36]. However, 

the advent of AI has popularized deep learning in voice 

classification, primarily through DNNs with a SoftMax 

classifier following a multi-layer network structure [37]. 

While each method has distinct advantages, the simplicity of 

classifiers and the complexity of DNN features often surpass 

the high complexity of GMM-HMM models. The limitations 

of MFCCs in identifying and differentiating basic speech units 

are noted [38].  

This study proposes combining both approaches by 

selecting the output from the final DNN layer as the final 

feature transformation, which is then employed to train and 

recognize the GMM-HMM model, thereby balancing feature 

complexity and model accuracy [39]. In voice recognition, 

accents of non-native speakers present a significant challenge 

due to the presence of phonemes that are uncommon in 

standard pronunciation. Dialect classification can enhance 

recognition systems by identifying the speaker’s ethnicity, 

allowing the system to switch to settings optimized for that 

specific dialect. The authors [40] employed dialect detection 

through Dual Neural Networks (DNN and RNN), 

hypothesizing that dialectal differences stem from phonetic 

and pronunciation characteristics. This study proposes 

combining long-term and short-term feature training, with the 

DNN focusing on long-term feature prediction for dialects, 

while RNNs handle short-term features. Results from both 

networks are integrated using a probabilistic fusion algorithm 

[41]. However, the proposed model encounters 

misclassification issues among geographically close 

languages, such as between Hindi and Telugu or Japanese, 

Korean, and Chinese [42].This research aims to identify a new 

dataset's most effective feature extraction model. Mel-

Frequency Cepstral Coefficients (MFCC) are identified as a 

widely used feature extraction method due to their efficiency 

in generating minimal data while retaining essential 

information through short-time spectral analysis.  

Therefore, this study employs MFCC as the feature 

extraction method [43]. The dataset comprises 1023 .wav files 

containing samples from six language classes: Arabic, 

English, French, Korean, Mandarin, and Spanish [44]. 

Following feature extraction, the KNN method is utilized to 

analyze MFCC-derived data vectors and evaluate KNN 

accuracy, recall, precision, and F1 scores for accent 

determination. In a prior study [45], speech emotion 

recognition was explored using GMM and KNN, concluding 

that KNN is a straightforward classification method with 

extensive applications. The datasets used were the NIST LRE 

dataset for language classification and the Mozilla Common 

Voice dataset for accent analysis.  

A vector/I-vector-based representation with a Gaussian 

Backend (GB) was employed [46], achieving an accuracy of 

89.4% in 30 seconds on the LRE Development dataset with 

the MMSE s-vector configuration [47]. Furthermore, as the 

use of smart home devices increases, intelligent interaction in 

this context can provide users with greater comfort and 

convenience. Voice recognition powered by artificial 

intelligence allows users to control their home environment 

entirely through audio commands. Researchers increasingly 

use Artificial Neural Networks (ANN) to categorize user 

inputs, facilitating realistic dialogues and enabling device 

management via voice or text commands [48, 49]. 

 

3. Methodology and Strategy 
3.1. Design 

This study has a mixed methodological review 

(qualitative, quantitative, and mixed) and includes the study 

on the techniques used in automatic recognition of isolated 

Arabic speech, voice and dialect recognition, voice command 

applications, and speech in smart devices [50] and adherence 

to the Preferred Standards for Reporting Requirements for 

Meta-Analyses and Systematic Reviews (PRISMA 2020) [51, 

52]. The following steps include (1) eligibility criteria, (2) 

information sources, (3) search terms, (4) study selection, (5) 

data collection and synthesis process, and (6) critical 

recommendation. 



Hazem Noori Abdulrazzak et al. / IJETT, 73(3), 212-229, 2025 

 

215 

3.2. Eligibility Criteria 

Studies are eligible for inclusion if they: Provided 

empirical research and conceptual evidence directly related to 

the research topic and advanced methods and protocols used 

by researchers from 2018 to 2024 and published in scientific 

journals. The main reason for selecting studies is the frequent 

use of dialects in Arab countries. This has prompted the need 

to research methods for speech and audio recognition and 

classification in AI to facilitate future researchers to use 

dialects in other applications. Technologies play an important 

role in AI; however, access to these technologies remains a 

major challenge for communities' limited resources. Studies 

written in languages other than English were ignored. We also 

excluded traditional reviews, studies unrelated to the research 

topic, and papers not readily available in full text. 

3.3. Information Sources 

The search methodology was to obtain as many relevant 

strategies as possible, and different procedures were applied 

to as diverse studies as possible from sources [53]. A 

systematic and comprehensive search expansion was 

conducted across six online databases: (Web of Science, 

Research Gate, IEEE Xplore, SpringerLink, Science Direct, 

and the Digital Library of the Association for Computing 

Machinery (ACM)). Search engines (Google Scholar). Also, 

the American Academy of Sciences (ACADEMIA). Experts 

were contacted to gather opinions on the search and identify 

additional or unpublished studies. Finally, Google Scholar 

was utilized to review relevant studies' reference lists, helping 

uncover additional hidden research. It is worth noting that 

each database searched from 2018 to 2024 is closely related to 

research studies that refer to research on Arabic dialects, 

isolated speech recognition, and modern methods of phoneme 

and speech classification. Therefore, searching through these 

databases is necessary to display the latest research. 

3.4. Search Terms 

The importance of the research process led to the 

optimization of keywords. First, keywords and concepts were 

compiled from the acquired studies and compared with the 

research objectives and questions. Second, synonyms and 

relevant characteristics were developed.  

The identified keywords were then tested across different 

databases and optimized accordingly. Table 2 summarizes the 

final list of the collected search terms. Then, logical operators 

were associated with different sets of keywords and designed 

as follows:  

1- Arabic dialect recognition and Arabic accent 

recognition. 2- Voice recognition or isolated speech or voice 

command techniques or isolated speech techniques. 3- 

Artificial intelligence applications in isolated speech 

recognition or artificial intelligence applications in voice 

command recognition. 4- Speech or voice classification 

methods and methods for arabic dialect recognition. 

Table 2. Categories and keywords in the research process 

Category Keywords 

Dialect or 

accent 

Arabic dialect recognition, Arabic accent 

recognition 

Speech or 

voice 

recognition 

voice recognition or isolated speech or 

voice command techniques or isolated 

speech techniques 

Applications in 

artificial 

intelligence 

artificial intelligence applications in 

isolated speech recognition or artificial 

intelligence applications in voice 

command recognition 

Techniques 

used for 

classification 

speech classification methods and voice 

or sound classification methods and 

methods for Arabic dialect recognition 

 

3.5. Study Selection 

The procedure of selecting the study for analysis and 

evaluation and determining its relevance to the research is 

based on the objectives of the systematic review. This study 

illustrates the stages that the search method went through from 

2018-2024. In the first stage (S1), records are identified from 

different information sources (academic journals, search 

engines, Google and reference lists). Once all the records are 

collected, the first filter is applied in the second stage (S2), 

eliminating duplicates. Mendeley is used to remove duplicate 

entries and efficiently manage all the records. Once all 

duplicates are removed, the records are screened based on 

“title, keywords and abstract” during this third stage (S3), i.e. 

studies that do not meet the eligibility criteria are excluded. 

Also, during this stage, we look at “full-text” studies. 

Screening and reviewing the studies were within the scope of 

this systematic review and relevant. This stage (S4) aims to 

fully examine the research for all studies that achieved full 

eligibility for the research methodology, as the selected 

studies were verified in terms of the research gap, the research 

problem, and the results extracted from the research, thus 

obtaining 32 articles that met all the requirements of the 

research methodology. 

3.6. Data Collection and Synthesis 

All embedded articles were reviewed and verified. 

Mendeley was used to collect essential publication data, 

including date, title, authors, publisher, DOI, summary URL, 

keywords, pages, size, and issues. The articles were 

summarized based on their raw ratings and stored as Microsoft 

Word and Excel files for easy filtering. Each article was 

thoroughly read in its entirety. Through the process of 

generating the recommended classification, we identified 

some highlights and notes regarding the articles being scanned 

and the continuous classification of all articles; moreover, the 

scientific technique was used to classify articles with a lot of 

comments and identify the groups [54]. Depending on each 

author's style, comments were categorized as important and 

unimportant. Then, the primary results were characterized, 

described, tabulated, and concluded. The results are included 

in the supplementary material. 
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3.7. Critical Appraisal  

The authors of [55] evaluated the quality of the selected 

studies to prevent misinterpretation and bias. The criteria from 

the Quality Assurance and Assessment Tools for Systematic 

Review of Contradictory Data were followed in this process. 

Table 3. shows the checklist used to assess each study 

individually. Six assessment criteria form the basis of this 

checklist:  

• (CQ1) Did the abstract contain the idea of the research, 

the objectives, the method of work, and the results 

clearly?  

•  (CQ2) Was previous research reviewed for the research 

work, the results summarized, and the research gap 

identified, with a clear explanation of the research 

problem and its objectives in the research introduction?  

•  (CQ3) Were the techniques used in the research clearly 

explained and detailed? 

• (CQ4) Were the strategies used in collecting data 

explained in detail?  

• (CQ5) Was the data analysis described accurately?  

• (CQ6) Were the results clear and described in detail? 

• (CQ7) Suggestions for future studies and 

recommendations for future research work provided. 

The selected studies were classified into three quality 

categories: Good (G), Average (A), and Poor (P). This 

classification was based on predefined methodological criteria 

to ensure an unbiased assessment. The primary objective was 

to evaluate and categorize each study according to its quality, 

ensuring consistency and reliability. A structured approach 

was adopted to conduct a sensitive intervention, analyzing 

each study’s strengths and weaknesses. The classification 

helped identify methodological gaps and inconsistencies in the 

literature.  

Additionally, it provided a framework for understanding 

the significance of the results obtained from the reviewed 

studies. The evaluation process aimed to maintain a high 

standard of systematic review by reducing misinterpretation 

and bias. Critical assessments were conducted through a 

structured consensus approach among reviewers to ensure 

accuracy.  

The results were then examined for relevance, impact, 

and methodological soundness. Finally, the findings 

contributed to a more comprehensive understanding of the 

field and highlighted areas for further research. 

Table 3. Checklist items used for critical appraisal 

Ref Year CQ1 CQ2 CQ3 CQ4 CQ5 CQ6 CQ7 

[56] 2019 G A G A A G P 

[57] 2019 A A G G A G A 

[58] 2020 A A G G A P P 

[59] 2022 A G G A G G P 

[60] 2019 G A G G G G P 

[61] 2019 G G G A G G P 

[62] 2018 A G G G G G G 

[63] 2020 G A G G A A A 

[64] 2018 G A G G G A P 

[65] 2018 G A A G A A A 

[66] 2019 G A G G G G G 

[67] 2024 G G G G G G P 

[68] 2020 A A A G A P P 

[69] 2020 G A A G A G P 

[70] 2021 G G A G A G P 

[71] 2024 G G G A G G G 

[72] 2019 G G G G A G P 

[73] 2021 G G G G G G A 

[74] 2021 G G G G A G P 

[75] 2022 G A G G A G G 

[76] 2021 G A G G A G A 

[77] 2021 G G A G G G P 

[78] 2018 G A A G G G G 

[79] 2018 A G G G A A A 

[80] 2020 G A A G A G P 

[81] 2021 A G A G G G P 

[82] 2024 G G A G A G G 

[83] 2023 G G G G P G P 
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[84] 2019 G G A A A G G 

[85] 2020 G G A G A A A 

[86] 2020 G G G G A G A 

[87] 2018 G A G G G A P 

4. Summary of Quantitative Data 
Firstly, this section provides a detailed summary of the 

quantitative data from the selected studies, including essential 

features such as the references, main focus, number of records 

analyzed, modeling techniques used, feature extraction 

methods, and the data sources. Additionally, it reports the 

accuracy metrics, publication location, journal names, and 

study evaluation, which are systematically organized in Table 

4 for easy comparison.  

Secondly, Figure 1 visually presents the results of the 

studies and the selection process, which follows the PRISMA 

2020 guidelines to ensure transparency and reproducibility. In 

the third and final section, a categorization of the studies is 

provided, grouping them according to relevant research 

themes and outcomes. This includes critically evaluating each 

study’s methodology, reliability, and contribution to the field. 

All results in this section are closely aligned with the research 

questions.  

Table 4. Quantitative summary of studies 

Ref Main Focus # Records Model Features Data source Accuracy Future Studies 

[56] 
Moroccan 

dialect 
20 Speakers HMM MFCCs Audio Recording 90% ------- 

[57] MSR 
88 Spoken 

digit 

LSTM/ 

GRU 
MFCC/FB 

The laboratory of 

automatic and 

signals, University 

of Badji-Mokhtar - 

Annaba, Algeria. 

TV. 

96% 

The researcher directed the 

evaluation of the systems with a 

more realistic dataset for noisy 

environments . 

[58] MSA 50 Speakers HMM MFCC 
King Faisal 

University 
65.72%. 

The researcher hopes to explore 

many deeper DAE configurations 

and the number of neurons  

in each layer in the future. 

[59] MSR 
50 male 

Arabic 

KNN–

DTW 
MFCC Microphone 99% ------- 

[60] MSA 
50 Different 

persons 

BP, 

ANN 
LPC 

Commercial 

Microphone 

94.5% 

 
------- 

[61] MSA 

7 male 

speakers, 

utter 340 

HMMs MFCC 

Recorded by  

native male  

Saudi speakers 

92.70% 

Focus on HMM parameters, 

acoustics and particle filter 

elements. You can also  

perform other experiments as a 

hybrid system, like ANN with 

HMM. 

[62] MSA 20 Speakers ANN 

Rasta PLP, 

ΔRasta- 

PLP, PCA, 

FFBPNN 

A Sennheiser 

dynamic 

microphone 

0.68% 

Automatic speech recognition  

and its applications are focused  

on real-time, such as robotics. 

[63] MSA 40 Speakers KNN MFCCs 

The recording  

app on a mobile 

phone 

98.1250% 

Create speech recognition apps 

that accommodate the Arabic 

language. 

[64] 

Arabic 

Tunisian 

language 

HCopy 

command 
HMM 

MFCC,  

PLP, and 

LPC 

HTK 

platform 
98.64% ------- 

[65] MSA 88 speakers 
LSTM or 

GRU 
MFCC 

Laboratory of 

automatic and 

signals, University 

of Badji- 

Mokhtar - Annaba, 

Algeria 

98.77% 

Assessing this type of system  

with noisy (More realistically)  

speech signals. 
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[66] MSA 
1GP 

Speakers 

DNN-

HMM 
MFCC 

The recording 

microphone 
93% 

The aim is to take advantage of 

continuous speech or verbal data 

to modify techniques and apply 

them more widely. 

[67] MSA 

2538   

speakers 

Recorded  

by Android 

Application 

CNN MFCC 

Recorded by 

Android 

Application 

84% 

The objective is to create the  

most precise and dependable 

Arabic voice recognition systems 

within the domain of the IoT. 

[68] MSA 
1730  

Recordings 
HMM MFCC 

One single  

computer and one 

single microphone 

93% 

Establishing a global network 

utilising HMM to  

identify isolated Arabic words. 

[69] MSA 4500 Word 
CNN, 

ANN 
MFCC 

Microphone to  

input voice 
85% 

The microcontroller must utilise 

pulse width  

modulation (PWM) to provide a 

changing DC voltage in  

response to spoken commands. 

[70] MSA 
16PP 

Recorded 

G Naïve 

Bayesian 
MFCC 

A laptop  

microphone 
98 % ------- 

[71] MSA 1G speakers 

Feed 

Forward 

Neural 

Networks 

and Keras-

based NN 

MFCCs, 

MFFCs 

Speakers at 

Hashemite 

University in  

Zarqa, Jordan, by 

Microphone 

 

93.09%. 

Dimensionality reduction and 

extracting speech features using 

convolutional neural networks to 

improve Arabic speech 

recognition on a large dataset. 

[72] 

Different 

dialects : 

Yemen,  

Egypt,  

Sudan, 

Iraq, and  

Saudi Arabia 

104 

Native Arabic 

speakers 

LSTM MFCCs 
Apps like  

WhatsApp 
94% ------- 

[73] MSA 

50 Native-

Arabic 

speakers 

GMM-

HMM and 

DNN-

HMM 

MFCC 

Recordings 

of single  

utterances 

97.1% 

Kaldi and CMU Sphinx tools for 

Hindi, Arabic, Spanish, and 

English in noisy situations 

compared. 

[74] MSA 

50 Native 

male Arabic 

speakers 

CNN GFCC 

Department of 

Management 

Information 

Systems, 

King Faisal 

University by 

microphone 

99.77 % ------- 

[75] MSA 50 Speakers 
CNN, 

LSTM 
MFCC 

Systems 

Department of  

King Faisal 

University 

98,42% 

Develop an end-to-end Arabic 

automatic speech recognition 

system using larger databases  

and the KALDI toolkit or other 

methods. 

[76] 
Various 

dialects 

12000 Arabic 

spoken 
CNN MFCCs 

Microphone to  

Input voice 
91.625 % ------- 

[77] MSA 

6   Speakers  

of the Arabic 

alphabet were  

recorded 

CNN MFCC 
Microphone to  

input voice 
92.86% 

The study investigates the 

technique applied to adult 

vocalisations of various letters in 

the Arabic alphabet that exhibit 

nearly identical pronunciations. 
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[78] 
Tunisian 

dialect 

1P Voluntary 

speakers 

FFBP, 

ANN 

PLP, 

MFCC 

Dynamic 

microphone 
98.5% 

Extend our database to all Arabic 

dialects, use advanced algorithms 

to account for speech non-

linearity, and improve Arabic 

speech recognition and dialect 

classification. 

[79] MSA 
890 Speech 

samples 
KNN MFCC 

Recorded using 

COOLEDIT 
83.3% ------- 

[80] 

MSA, 

Yemen  

dialect 

50 speakers SVM 

PNCC, 

ModGDF, 

MFCC 

Recorded by 

microphone from 

students 

93-97% ------- 

[81] 

MSA, 

dialect 

(Levantine, 

Gulf, and 

Egyptian) 

52 speakers 

dialects, 

12 speakers 

MSA 

HMMs 
FCN,  

MFCC 

The home, in a 

moving car, 

in a public place 

and a quiet place 

97% 

An over-complete DAE model 

provides fresh insights into 

unsupervised learning; thus, we 

plan to study its possibilities in 

future research. 

[82] 

MSA, 

Medina 

Dialect 

70364  

Tokens 
HMM MFCC 

Recording by 

microphone R 
%92.09 

Future studies may use deep 

learning with large corpus data.  

A graphical user interface  

program can improve user 

experience. 

[83] MSA 107 Speakers CNN __ 

Apps (WhatsApp, 

Facebook 

Messenger) 

89.61%. ------- 

[84] MSA 
11 Arabic 

spoken 
SVM 

WAT-

MFCC) 

Recording by 

microphone 
100% 

This approach should be tested 

online or offline on datasets such 

as TIMIT. It should be 

implemented on FPGA and 

Arduino hardware  

architectures to track  

performance improvements in 

real-time. 

[85] MSA 
119  

Speakers 
CNN MFCC 

The audio was 

recorded with a 

microphone in a 

quiet environment. 

98.5% 

A sequential data classifier like 

long short-term memory  

may use convolutional  

neural network-extracted 

properties. 

[86] MSA 

100 Arab 

Moroccan 

speakers 

VQ and 

GMM 
MFCC 

Recording by 

microphone 
97.92% 

To obtain better results, this 

method is compared with other 

methods to improve the model 

with other types of noise as the 

data size increases. 

[87] 

Malwi, Majhi 

and Doabi 

dialects 

 

100 speakers 
HMM MFCC 

These are desktop-

mounted 

microphones and 

mobile phone 

 

84.04% 

The system comprises ongoing 

speech recognition  

and a substantial  

amount of data. Utilising many 

dialects. 

4.1. Methodology 

In this section of the research methodology, the elements 

of the coloring report (PRISMA 2020) were applied to the 

review of selected literature from 2018 to 2024, where a 

detailed study was conducted on all the studies, which 

numbered 1850 studies from the databases (Web of Science, 

Research Gate, IEEE Xplore, Springer Link, Science Direct, 

the ACM, Google Scholar, and  ACADEMIA). After deletion 

and removal, according to the methods of selecting the 

methodology, which were explained in the section on 

selecting studies and the results extracted from this report, 

until they reached the studies that meet all the quality criteria, 

which numbered 32 studies and are shown in Figure 1 in the 

(PRISMA 2020)  flow chart. 
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Fig. 1 (PRISMA 2020) Flow chart for the screening and selection process of the selected studies 

4.2. Study Trends 

Figure 2  shows the annual distribution of the selected 

studies. The number of studies has increased dramatically in 

recent years, indicating that the study of discrete speech 

recognition and its applications are gradually attracting the 

attention of academics and researchers. Most of the selected 

studies were conducted between 2018 and 2024. 

 
Fig. 2 Distribution of studies per year 
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4.3. Studies Published 

To accommodate the 32 selected studies, the publications 

were categorized into two groups. Of these, 19 studies were 

published in journals, while 13 studies were presented at 

conferences. Each study was evaluated according to specific 

study requirements, such as research objectives, methodology, 

and outcomes. The classification helped identify patterns in 

the type of publication venue and its potential impact on the 

study quality. Journal publications were assessed for their 

peer-review process, impact factor, and relevance to the 

research field, while conference papers were evaluated for 

their contribution to emerging trends and innovations. Table 5 

provides a detailed summary of the publications in the selected 

journals, listing relevant information such as the journal name, 

volume, issue, and publication date. This breakdown allows 

for a clearer understanding of the distribution of studies across 

different platforms. It also highlights the importance of journal 

articles in establishing the foundational research, while 

conference papers often provide insights into the latest 

developments in the field. 

Table 5. Summary of the published studies  

Ref Journal Conference Ref Journal Conference 

[56]  √ [72]  √ 

[57] √  [73] √  

[58]  √ [74] √  

[59] √  [75]  √ 

[60] √  [76] √  

[61] √  [77] √  

[62] √  [78] √  

[63]  √ [79] √  

[64]  √ [80] √  

[65]  √ [81] √  

[66] √  [82] √  

[67] √  [83] √  

[68]  √ [84] √  

[69]  √ [85] √  

[70]  √ [86] √  

[71] √  [87] √  

4.4. Classification of Studies 

In Table 6, the diversity of studies in speech recognition 

research is presented. Most studies, accounting for 75%, 

focused on the classical Arabic language, while only 25% 

addressed dialects, speech classification, and their 

applications. This indicates a significant gap in research on 

Arabic dialects, highlighting the need for more studies in this 

area due to the diversity of dialects across regions.  

 
Fig. 3 Percentage of speech classification 

Table 6. Classification of Studies in Speech Recognition 

Studies MSA Dialects 

[57-63, 65-71, 73-

75, 77, 79, 83-86] 
MSA ----- 

[56]  Moroccan dialect 

[64]  
Arabic Tunisian 

language 

[72]  
Dialects (Yemen, Egypt, 

Sudan , Iraq, KSA) 

[76]  various dialects 

[78]  Tunisian dialect 

[80] MSA Yemen dialect 

[81] MSA 

Dialect (Levantine, Gulf, 

and 

Egyptian) 

[82] MSA MEDINA DIALECT 

[87]  
Malwi, Majhi and Dubai 

dialects 

SUM 26 6 
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The study emphasizes the importance of expanding 

research in recognizing and classifying Arabic dialects to 

enhance the effectiveness of speech recognition systems. 

Figure 3 illustrates the percentages of studies dedicated to 

recognizing and classifying the classical Arabic language 

compared to Arabic dialects, further underlining the disparity 

between the two focus areas. 

5. Results Derived from the Methodological 

Questions 
5.1. RQ1: What are the Most Common Algorithms and 

Techniques Used in Isolated Speech Recognition 

Various algorithms have been used in isolated speech 

recognition studies, with different techniques showing varying 

use rates, as shown in Figure 4. Analyzing the use of these 

algorithms provides a clear view of the common patterns and 

approaches in the field. Through the analysis of techniques 

used in the reviewed studies, it is clear that HMM and CNN 

are the most popular techniques, each representing 25% of the 

methods. This popularity is attributed to their robustness and 

ability to effectively model and analyze speech data, 

particularly in isolated speech recognition tasks. In contrast, 

traditional algorithms like GMM and Naïve Bayes have seen 

a noticeable decline in usage, signalling a shift away from 

classical machine learning techniques. This shift reflects the 

broader trend toward deep learning methods, especially 

LSTM networks and CNNs, which are well-suited to handle 

the complexities of speech data due to their capacity to learn 

temporal dependencies and spatial features, respectively. 

Furthermore, emerging techniques combining DNN with 

HMM have shown promise in improving recognition accuracy 

by capturing temporal dynamics and contextual information. 

Other advanced techniques, such as SVM, ANN, and KNN, 

are also rising. These methods leverage deep machine learning 

architectures to enhance performance, often by improving 

feature extraction and classification accuracy. The increasing 

trend of utilizing deep learning and hybrid models underscores 

the growing emphasis on performance optimization in speech 

recognition. This diversity of techniques reflects the dynamic 

nature of the field and the ongoing development of more 

efficient, accurate systems capable of handling the 

complexities of isolated speech recognition. 

 
Fig. 4  Techniques used in studies for classifying speech 

5.2. RQ2: What are the Features Extracted in this Study? 

The isolated Arabic speech recognition methodology 

mainly uses machine learning and deep learning techniques. 

Among the features used, the Mel Frequency Coefficients 

(MFCC) feature was used in 88% of the reviewed studies, 

which represents the highest percentage. This widespread 

adoption of the Mel Frequency Coefficients feature can be 

attributed to its effectiveness in extracting speech features 

with high accuracy. In contrast, other features, including 

Perceptual Linear Prediction (PLP), Principal Component 

Analysis (PCA), Fully Connected Networks (FCN), Power 

Normalized Mel Frequency Coefficients (PNCC), Mel 

Frequency Coefficients (GFCC), and Linear Prediction 

(LPC), together accounted for only 11% of the studies and 

only one study did not mention the feature used in the 

research. 

5.3. RQ3: How Does Improving the Quality of the Input 

Audio Data Contribute to the Accuracy of Isolated Speech 

Recognition Systems? 

This study contains a wide range of speech and linguistic 

data, primarily in Modern Standard Arabic and several Arabic 

dialects, including Moroccan, Yemeni, Tunisian, and others. 

Records vary regarding speaker demographics, recording 

characteristics, and linguistic element concentration. A large 

part of this methodology covers Modern Standard Arabic 

(MSA) speech, with the dataset of recordings ranging from 12 

to 2,538 speakers across the selected studies. The number of 
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studies for Arabic dialects is Moroccan Arabic (20 speakers), 

Tunisian Arabic (10 volunteer speakers), Yemeni Arabic (50 

speakers), and others such as Levantine and Gulf dialects. 

Some records also include datasets with speakers from diverse 

dialects (e.g., Yemen, Egypt, Sudan, Iraq, and Saudi Arabia), 

totaling 104 native speakers. 

5.4. RQ4: What are the Techniques Used to Collect Audio 

Recordings? 

Collecting audio recordings is vital in building audio 

databases that support research and development in various 

fields, such as speech recognition and natural language 

processing. Figure 5 provides information about the different 

techniques used to collect audio recordings and the number of 

samples collected using each technique.  

Microphones were the primary means of collecting audio 

recordings, as they were used in 19 cases, indicating their use 

as a primary option for obtaining pure audio quality. For using 

recording applications on smartphones, such as popular 

applications (WhatsApp and Facebook Messenger), to record 

audio to collect five audio samples. This technology 

represents a practical and easy solution for collecting audio 

recordings in diverse environments. The HTK (Hidden 

Markov Model Toolkit) platform recorded a single sample. It 

is a specialized tool used in processing and analyzing audio 

and creating speech recognition models. Signals and 

Automation Laboratory, Badji Mokhtar University - Annaba, 

Algeria. Two samples were recorded in this laboratory, 

reflecting the use of specialized scientific environments to 

achieve high-quality recordings. Hashemite University, 

Zarqa, Jordan. One sample was recorded using a microphone 

at this university, indicating the diversity of audio data 

regarding dialects or environments. As for King Faisal 

University, three samples were recorded, highlighting the 

contribution of this institution in collecting diverse data. The 

COOLEDIT software was used to record a single sample. It is 

an effective tool for editing and enhancing audio, providing 

high recording quality and advanced editing features. 

 
Fig. 5 Techniques used in audio recordings

5.5. RQ5: What are the Technical Challenges in Isolated 

Speech Recognition, Especially Regarding Recognition 

Accuracy in Different Environments? 

Although many studies have addressed the automatic 

recognition of isolated Arabic speech and achieved good 

results, some challenges and problems face automatic speech 

recognition, including the recognition of Arabic dialects. 

Given the diversity of this type of language, the challenge 

facing the various Arabic dialects is the dataset to accurately 

recognize the dialects. It was noted that most studies use a 

small dataset, and therefore, searching for a large dataset to 

train the model is very difficult due to the complex phonetic 

and morphological richness [63]. One of the main difficulties 

is the variation in pronunciation across different regions, 

which may lead to inconsistencies in speech recognition 

systems. In addition, the lack of a reference for vowels in the 

Arabic text often complicates the accurate transcription of the 

spoken language [78]. The second challenge is automatic 

speech recognition in the presence of a noisy environment in 

the background. The system's performance in recognizing and 

classifying speech deteriorates in the presence of noise [59]. 

Although many studies have been conducted to solve this 

problem, they have not achieved the desired results using 

artificial intelligence algorithms [66]. The last challenge is the 

use of a microphone to record audio data. Using a microphone 

type may lead to poor speech recognition quality if it is 

average or poor quality, or the inability to separate noise is a 

problem in model training [80]. 
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5.6. RQ6:  What are the Criteria Used to Evaluate the 

Performance of Isolated Speech Recognition Systems? 

Automated recognition of isolated Arabic speech is one 

of the areas that has received a great deal of attention recently, 

as the application of this field in artificial intelligence has 

greatly and rapidly helped in various areas of life. Therefore, 

most research has focused on improving the use and 

application of this type of challenge by enhancing the small 

data set by artificially augmenting the data as well as 

integrating some algorithms in deep learning to obtain better 

results and extract features as well as evaluating the results 

through accuracy, as shown in Table 7.  

Table 7. Performance evaluation  

References Year Evaluation of Studies 

[56] 2019 

This research aims to recognize voices using Moroccan dialects and identify the unknown speaker by 

extracting the unknown phonetic features and comparing them with the previously stored phonetic 

features. 

[57] 2019 

The results obtained through the delta-delta features show their effectiveness for classifying speech 

signals and training the model using the data in the first and second sections, where the accuracy reached 

96% compared to other techniques using the FBs and MFCC features. 

[58] 2020 

The research aims to improve the communication between the client and the server through mobile 

networks to reduce the impact of speech recognition performance degradation caused by speech codecs. 

Using a deep self-encoding algorithm to enhance the degraded speech by 2.711 CODEC and transport. 

[59] 2022 
In this research, the KNN algorithm was used to recognize isolated Arabic speech, as the proposed 

algorithm proved its ability to recognize speech in noisy environments. 

[60] 2019 

This research dealt with recognizing voice speech commands using different features, such as neural 

networks and fuzzy logic behavior, and it was concluded that neural networks are better in accuracy 

and precision, but they require high configuration and the longest processing time. 

[61] 2019 

This research deals with recognising speech commands using different features of neural networks and 

fuzzy logic behavior. It concluded that neural networks are better in accuracy and precision, but they 

need high configuration and longer processing time. 

[62] 2018 

This paper discusses hybrid techniques for feature extraction, and the researcher points out that using 

these techniques, PLP and Rasta-PLP techniques with the "Trainscg" algorithm gave better results with 

an error rate of 0.68%. 

[63] 2020 

This paper presents a comparison between MFCC feature extraction using the KNN method in terms of 

training time using a database where it was the best with the three speech recognition techniques in 

terms of recognition accuracy for extracting the temporal dispersion feature of waves using Long Short-

Term Memory (LSTM) classifier. 

[64] 2018 

In this paper, the speech recognition model under the HTK platform, with different features such as 

MFCC, PLP, and LPC, is used. Thus, the effectiveness of MFCC is proven by experimental results, 

which mainly depend on the datasets used for this task. 

[65] 2018 
In this paper, the results show that the MFCC features (presented to the classification system) are 

effective in speech recognition using the BiLSTM technique, and the results obtained are good. 

[66] 2019 
This paper presented good results using spoken Arabic numerals, especially when using meaningful 

parameters and features to expand its scope of use in AI applications. 

[67] 2024 
The researcher used a large vocabulary of 148 commands, and the purpose of this research was to 

enhance voice recognition and support for smart devices. 

[68] 2020 
This work focused on providing a new Arabic isolated word database by using the new concept of 

phonemes using the G8 standard consonants that improve speech recognition accuracy. 

[69] 2020 

This paper presented a dataset using four Arabic voice commands and used the SGDM algorithm 

implemented using MATLAB codes, which achieved good results for application in the ATmega328 

project. 

[70] 2021 
The aim of this paper: The researcher found the use of the naive Bayesian algorithm to be simple, 

efficient in classification, and perform well. 

[71] 2024 
The proposed model found an accurate way to recognize speech, determine the gender of the speaker, 

and understand it in a noisy environment, and thus the extracted results were good. 

[72] 2019 

This work achieved good results using the LSTM technique but took a long time to train. Also, the 

results extracted using MFCC features were good but caused confusion when evaluating the results 

between the numbers. 

[73] 2021 Evaluation The results obtained from the comparison between the hybrid model DNNHMM with the 
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Kaldi toolkit and the GMM-HMM model with the Pocketsphnix toolkit We conclude that the first model 

gave better results in speech recognition in noise. 

[74] 2021 

CNNs have many advantages in acoustic modeling. One of these advantages is solving the problem of 

small data using data augmentation with the GFCC feature extraction technique, which achieved good 

results of 99.77%. 

[75] 2022 
This paper aims to recognize discrete speech using the CNN+LSTM technique, which improved the 

model's accuracy by 98.42%. 

[76] 2021 
This system proposed a CNN technique using MFCC features to extract features using a large dataset 

of 12,000 samples of Arabic numerals and commands in different dialects. 

[77] 2021 

In this study, the stuffing method was proposed for Arabic letter classification, and its performance was 

compared with the spectral, MFCC, and mel-spectrogram techniques. It was found that the stuffing and 

spectral techniques have superior performance over mel-spectrogram and MFCC for Arabic phoneme 

recognition. 

[78] 2018 

In this research, the researcher proposed a speech recognition system based on hybrid feature 

recognition techniques to extract FFBPNN for classification. For the purpose of validating the work, 

experiments have shown that PLP was used first, followed by ∆PLP, and then VQLBG was used second. 

Provides an average test performance of 98.54%. The LBG algorithm is also better than the PCA 

algorithm in terms of performance. 

[79] 2018 

This paper aimed to create an automatic device Technique for detecting pronunciation errors and 

applying it to A Speaker's speech. Use MFCC, using functions to calculate the Melcepstrum of the 

speech signal. KNN technology is used to obtain high accuracy in speech recognition. 

[80] 2020 

In this paper, three features are extracted. The algorithms, namely MFCC, PNCC, and ModGDF, instead 

of SVM, were used for the classification process. The results showed PNCC was more efficient, PNCC 

got 93-97%. The accuracy rate, ModGDF, was 9P%, and MFCC was 88%. 

[81] 2021 

The proposed approach is an effective alternative to implementing robust speech recognition, where a 

deep autoencoder is used to reduce noise and produce the final enhanced speech signal to be recognized. 

Meanwhile, the two-step model is unsupervised. Achieves significant improvement in speech quality 

(PESQ) and clarity (STOI) of about 0.835 and 0.06, respectively. 

[82] 2024 

In this research, specific audio applications were used to process and annotate embedded audio files. 

The total number of audio file integrations recorded was 15, performed across 21 experiments. The 

Medina dialect ASR system exploited hidden Markov models (HMM). 

[83] 2023 

In this article, three well-performing CNN architectures are identified. The accuracy of AlexNet, 

ResNet, and GoogLeNet was respectively 86.19%, 83.46%, and 89.61%. The results demonstrated the 

superiority of GoogLeNet, emphasizing the potential of CNN architectures for modeling low-resource 

acoustic features in languages such as Arabic. 

[84] 2019 
The research aims to compare the WAT-MFCC and SVM systems for isolated speech classification in 

a noisy environment, and the results were better than those of MLP and HMM techniques. 

[85] 2020 We conclude from this work that CNN can recognize isolated speech with an accuracy of 98.5%. 

[86] 2020 

In this research, the researcher compared the results extracted from comparing the following techniques 

using clean and noisy environments: MFCC+GMM at 95.39%, MFCC+VQ at 90.04% and the best 

results were obtained from the combination of MFCC+GMM+VQ at 97.92%. 

[87] 2018 

The study aimed to recognize speech using isolated words in Malay, Majeh, and Dua dialects, and the 

results varied in accuracy at the speech recognition level due to individual characteristics and dialect 

differences. 
 

6. Conclusion 
This paper presents an in-depth study of the automatic 

recognition of isolated Arabic speech, speech command 

recognition, and the applications used in this domain. The 

review aims to identify the most significant literary 

methodologies and key studies published between 2018 and 

2024. Critical research from prestigious journals on Scopus 

and conferences across eight leading databases-Web of 

Science, IEEE Xplore, ResearchGate, Springer Link, 

ScienceDirect, ACM, Google Scholar, and ACADEMIA- was 

thoroughly examined.  

The paper begins with an introduction, followed by a 

detailed description of the study’s strategies and the 

formulation of key research questions. The methodology 

section elaborates on the studies reviewed, identifying the 

strengths and weaknesses of each, and highlights the 

challenges and gaps specific to Arabic speech recognition, 

especially with respect to Arabic dialects. The paper also 

discusses future trends and suggests possible solutions to the 

problems encountered in the existing studies. The findings 

emphasize the need for continued research to address these 

issues, enabling future advancements in Arabic speech 
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recognition systems, particularly within artificial intelligence 

applications. The analysis of research methodologies revealed 

several important insights: 

• Increasing the data size for training and testing enhances 

performance, with larger datasets yielding better results 

in shorter timeframes. 

• A diverse dataset representing various Arabic dialects 

from different regions is essential for achieving 

comprehensive and accurate recognition. 

• Adding noise to speech samples has been shown to reduce 

the error rate, highlighting the importance of noise 

robustness. 

• Incorporating new features and methods for feature 

extraction can significantly improve recognition 

outcomes. 

• Voice command recognition systems are pivotal for the 

automatic control of smart devices, further demonstrating 

the applicability of speech recognition in real-world 

settings. 

These findings underscore the need for ongoing 

innovation and research to enhance the performance and 

quality of isolated Arabic speech recognition systems, 

particularly in the context of Arabic dialects and their 

applications in emerging artificial intelligence technologies. 
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